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Prof. Michael Weinmann

Michael Weinmann studied Electrical Engineering and Information Technology at the Karlsruhe 
Institute of Technology (2003-2009) and received his PhD in Computer Science from the University 
of Bonn in 2016. Then, he continued as a postdoctoral researcher and lecturer with a focus on 
machine learning for computer vision and graphics at the Department of Visual Computing at the 
University of Bonn (until 2021) as well as a project coordinator of the X-Rite Graduate School on 
Digital Material Appearance. In 2021, he joined Delft University of Technology as an Assistant 
Professor in the Intelligent Systems Department. Working at the intersection of computer vision, 
computer graphics and machine learning, his research targets at scene understanding from image 
or video data from diverse sensors (i.e., RGB or RGB-D information, depth maps, multi-spectral 
measurements, etc.), with a focus on accurate, efficient capture and representation of 3D scenes as 
well as their interpretation and visualization. Thereby, a particular focus lies on the development of 
robust solutions for complicated scenarios based on leveraging dedicated priors such as structural 
or procedural rules, neural priors or physics-informed machine learning. Respective research 
outcomes were used in interdisciplinary application scenarios including robotics, telepresence/
teleoperation in live-captured scenes, medical applications as well as applications in cultural 
heritage, virtual prototyping, civil engineering, architecture, and arts.

Abstract of the talk
Artificial intelligence (AI) has been demonstrated to offer breakthrough potential for numerous applications. 
This presentation will delve into how AI revolutionizes the field of 3D scene capture and modeling. After 
briefly discussing major developments in image-based 3D scene modeling, the presentation will 
demonstrate the potential of current achievements in learning-based scene modeling based on leveraging 
various types of priors (e.g. based on structural or procedural rules, neural priors, physics-informed learning, 
etc.) as well as based on recent scene representations such as Neural Radiance Fields (NeRFs) and 3D 
Gaussian Splatting (3DGS). This includes the discussion of extensions to NeRFs and 3DGS to further increase 
robustness, allow multi-spectral scene representation, handle sparse-view scenarios and handle complex 
scenarios such as scenes with mirrors. Furthermore, the presentation will discuss the enrichment of 3D scene 
representations based on the tighter coupling of scene analysis and capture. Finally, the presentation will 
conclude with the discussion of remaining limitations as well as potential directions for future work.
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